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1. Let us consider the system 

Y’ = f (5, T/l 
where 

(1.1) 

Definition 1. Let the column vectors y be a solution of the system Cl] when 

x-3 00 ~ stable in the Liapunov sense. We shall call g the n th order stable solution if for 

each solution u of (1.1) for which 
II I‘ - Y II < E, 20 < z < co 

there exists a positive number A such that the inequalities 

11 .tmJ - @“) /j < A E, ~0 < X < w, m = 1, . . . . n (1. ‘2) 
hold. 

Definition 2, We shall say that ?J is a rtth order asymptotically stable solution 

of (1.1) when it is nth order stable and the conditions 

lim /jufm) - ?If+ j/ = 0 (?lL = 0, 1, . . *, n) 0.3) 
hold. 

;c-ZZ 

Example. Let us consider a rectilinear motion of a particle under the attraction 
of an immovable center, dtrectly proportional to the distance. The equation of motion 

is 
,,[I” ;= - k%l2 (1.4) 

and the general law of motion is given by 

z z A coskt ./- 13sirkkt 

Clearly, :c _: 0 is a stable solution of (1.4). For a given F and t, let us chose 1 A 1 < 
e/2 and j B 1 < EL?. Then 1 2’ / < 1 k j (1 .4 1 .-I-- 1 K I) < 1 k 1 ?, t, < t, / 2” I< k% t etc. 
Therefore c -- U is an 71th order stable solution. 

Theorem 1. Let 9 -= 0 be an n ch order asymptotically stabie solution of (1. l), 
with f (.c, 0) ES 0. Let u be a solution of (1.1) satisfying the conditions (1.3) and 

lim (RI) (1.5) .\‘-XX “(A.) ~~~ 1, {E\ Oil ==.O, 1, . ..) TL) 

Under these assumptions an nth order tangential contact exists at the point ?/ = 0 bet- 
ween the solutions LC themselves, and between the solutions y = 0 . 

Proof. From the condition of the 12th order asymptotic stability and (1.5) we have 

$‘I; =- 0 (?/I r 0, 1, .‘., n) 

and the proof of Theorem 1 follows. 
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Let us consider the following system of integro-differential equations : 

b 

Y' = f (2, Y, z), z == 
s 

K (5, t, ?J (t)) dt (a Q b) (1.6) 

a 
where we have the column vectors 

z= (z,, *.*t zr), K = (K,, . . . . Kk) 

Theorem 2. Let f satisfy the Lipshitz condition in y with the constant B >, 0, 

and in z with the constant C > 0. Let K satisfy the Lipshitz condition in y with the 
constant D >, 0. Then, if y is a stable or an asymptotically stable solution of (1.6),then 
it is a first order stable or asymptotically stable solution, respectively. 

Proof. Let u be a solution of(1.6) for which 

B Ij u - y jj + C s D 11 u - !I /I dt < [B + CD (b - a)] E 

a 

From Definition 1 it follows that Y is a first order stable solution. If y is an asympto- 

tically stable solution of (1.6), then lim [I u - y 11 = 0, as z -+ 00 for each u satisfy- 
ing the condition 

/I u Cm) - y (zoo) II *’ 6 bOl 4 
Then from (1.7) we obtain 

b 

lim II~‘--~‘~~~~~~IIu-~Y~+CDS lim IIu-y?/Ijdt=O 
X-+cc x-02 a 

from which it follows that y is a first order asymptotically stable solution. 
Let us consider the nonlinear system (where A (z) is a matrix) 

Y’ = A (4 Y + f (z, ?I), f (2, 9) = 0 (1.8) 

Theorem 3. Let 11 A (5) 11 < A and let 

11 f (2, Y) d 1 cp (4 1 y llffl, 1 cp I < B (m > 0, a d 2 < =‘) 

where A and B are positive constants, Then if y = 0 is a stable or asymptotically 

stable solution of (1. 8). then it is a first order stable or asymptotically stable solution, 
respectively. 

Pro o f. Let y be a solution for which 11 y II < E for z,, < z < 00. Then 

il Y’ II < II A (4 II II Y II + II cp II II Y Ilm < E [A + BE”-‘] 

It follows that y = 0 is a first order stable solution. If ?/ = 0 is an asymptotically sta- 

ble solution of (1. 8). then lim y = 0 as z + 00 and consequently lim y’ = 0. Thus 
y = 0 is a first order asymptotically stable solution. 

Let us consider the linear system b 

Y’==A(s)!/+ 
s 

K(x, t)y(t)dti-f(x), If(.r) = (fi, . . . . fk)] (1.9) 
a 

where A (z) and K (2, t) are matrices and f (5) is a column vector. 
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Theorem 4. Let the system (1.9) have a definite, n-times differentiable solution 
in the interval a < 2: < 00. Let the matrices A, K and f be ( n - 1 )-times differen- 
tiable and bounded and let their ( n - 1 )-th derivatives also be bounded 

11 A(‘)/1 < Mp, 11 Kc”) 1 < N, (r = 0 1 t , . . . . n - 1) (1.10) 

Then if Y is a stable or an asymptotically stable solution of (1.9). it is an nth order 
stable or an asymptotically stable solution, respectively. 

Proof. Let u be a solution for which 

II u - Y II < 6 x0 d x < ‘XJ 

It is clear that b 

II u’ - Y’ II < II A II II u -yll+ ‘IIKII;lu-_yl~dt<~[~~o+ No@--)] = Ale s (1.11) 
a 

Differentiating (1.9) and taking the condition (1.10) into account, we obtain 

1 .@) - y@) II < A,e (1.12) 

where A,, . . . . A, are positive constants of obvious origin. From this it follows that !f 
is a n th order stable solution. Let Y be an asymptotically stable solution of (1.9). Then 

‘,irp,ll u - Y II =o for I/ u (x0) - Y (x0) 11 < 6 (~0, 8) 

From (1.11) and (1.12) we see that lim,,, /( u(‘) - y(‘) 11 = 0, r = 1, . . . . II. There- 
fore y is an n th order asymptotically stable solution. 

Corollary. If a system of linear differential equations with constant coefficients 
has an n -tuply differentiable, stable or asymptotically stable solution in the interval 
n d z < 00, then this solution is an nth order stable or asymptotically stable solution, 
respectively. 

Consider the system 
Y’ = f (2, Y) (1.13) 

Theorem 5. Let f (2, y) satisfy the Lipshitz condition in y with the constant 

A. Let also fx’ and fu’ exist, I/ fy’ I/ < B, and f,’ satisfy the Lipshitz condition in Y 

with the constant C in the region u { (1 < z < 03, 11 y II < H} in which (1.13) has a 
solution. Then, if y I is a stable or asymptotically stable solution of (1.13). then this 
solution is a second order stable or asymptotically stable solution, respectively. 

Proof. Let u be a solution for which II w - y II< E, x0 < x < 0~. Then 

II 2~’ - $11 d II f (2, 4 - fh Y) II < A& (1.14) 
11 IL” - y” II < II fx’ (x1 4 - fx’ (5, Y) II + 

11 f,,’ (r, u) u’ - fv’ (2, y) y’ 11 < E [C -I- AB] 

From (1.14) we see that .Y is a second order stable solution. Let y be an asymptotical- 

ly stable solution of (1.13). Then 

linij/u--y/l-O for ~--foo 
and from (1.14) follows 

lim II u’ - y’ j/ L= 0, lim 1) u” - y” Ij = 0 

i. e. y is a second order asymptotically stable solution. 

2. Let q (t) be a continuous function monotonously increasing and differentiable in 
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the interval (n, oo), for which the conditions 

‘p > i, a f r< 00, Iimt, 4~ == b > i (2.1) 
hold. 

D e f i n i t i o n 3. We say that a solution r) (t) of (1.1) is stable for t ---f 00 and of degree 
n > 0 with respect to the function ‘p the properties of which are given by (2. l), if for 

any E > 0 and t0 E (a, m) there exists 6=6 (E, to) such that every solution of the sys- 
tem (1.1) defined for a < t < 00 and satisfying the condition 

II cpn (kJ Y (&I) - 11 (to) II < 6 

also satisfies the condition 

]I Vn (t) Y (r) - 11 (r) I] < e, to < r < 00 (2.2) 

Here we call the number n > 0 the degree of stability of the solution n with respect 
to cp. If in addition lim,,, (1 ‘pVn - n ]I = 0. then the solution ‘1 is asymptotically 
stable and of degree n with respect to cp. If o = 6 (E), we say that the stability is uniform. 

Corollaries. If cp E 1 in (a, OO), then Y = 0 is Liapunov stable. If Y = 0 is a 
stable solution of (1.1) of degree n > 0 with respect to (p, then it is stable in the Lia- 
punov sense. If Y = 0 is a stable solution of (1.1) of degree n > 0 with respect to ‘p 

and lim ,_a cp = co, n = k -+ r, k >, 0 and r > 0, then Y = o is an asymptotically 
stable solution of degree k with respect to ‘p . 

Theorem 6. Let in the system (1.1) 

f k Y) E Ct.!, (OJ’ (z), z==In\<t<m, llYIl<ffl 

{z. = [a < t < .I, II Y II < h < HJ ‘1 21, f (k 0) Es 0 

If for the system (1.1) there exsists a positive definite scalar function 

V (t, cp”Y) E cjf;:’ (zo c 4, n > 0 

admitting a negative derivative with respect to time (when Y’ in V’ is replaced by the 
corresponding quantity according to (1.1)) and if there also exists a negative function 
W (CP”Y) E 20 and continuous in z0 , for which 

v (t, cp”Y) > w (cp”y) > CJ 

I’ (t, 0) = W (0) = 0 for y # 0 

(2.3) 

then the solution y s 0 (a < t < 00) is a stable solution of degree n with respect to ‘p 
as 1 + m, the properties of cp being defined by (2.1). 

Theorem 7. Let the positive definite functions 

IJ 0, cp”Y) E Ct,u (lJ) (4, w (cpv”) E c/,, (49 ‘1 > 0 

for which the conditions (2.3) hold, exist for the system (1.1). Let I’ have an infinitely 
small upper limit as Y + 0 and let its derivative with respect to time be negative 
(when Y’ in V’ is replaced by the corresponding quantity according to (1.1)). Let 
WI (cp”y) be a positive function continuous in zO, V > w1 (cp”Y) l with the properties 

of cp given by (2.1). Then Y = 0 is an asymptotically stable solution of (1.1) of degree 
n with respect to q. 

Theorems 6 and 7 follow from the theorems of Liapunov f2]. 
Theorem 8. If ~1 = 0 is a Liapunov stable or asymptotically stable solution of 
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the system 

(2.4) 

then Y = 0 is, respectively, a stable or asymptotically stable solution of 

Y’ = f 09 Y) (2.5) 

of degree n with respect to cp. Conversely, if Y = 0 is a stable or asymptotically stable 
solution of (2.5) of degree n with respect to cp , then u = o is a Liapunov stable or 
asymptotically stable solution of (2.4), respectively. 

Proof. Let u = 0 be a stable solution of (2.4). Then I] II ]I < E when t, < t, if 

]I U (to) 11 < b < E. But u ~~ qTLy, consequently ]I u I] = I] @IL (t) ~1 (t) 11 < d when to ( t 
and II $‘” (to) Y W II < 6 < e. Therefore y = 0 is a stable solution of (2.5) of degree 
n with respect to cp. If lim I( u ]I = 0 for t + a, then lim [I cpny I] = U as well, i.e. 
if 1~ = 0 is an asymptotically stable solution of (2.4), then y = U is an asymptotically 
stable solution of (2.5) of degree n with respect to cp . The converse is obviously also 
true. 

Theo r e m 9. From the exponential stability of the solution y = 0 of the system 
(l.l),i.e. from (1 y ]I < A; I] y (to) 1) e?(l-‘J 

(N and n are positive constants) it follows that y = 0 is a stable solution of degree n 
with respect to &‘o. 

Proof. It is clear that 

t?‘(‘-fl) 1) y 11 d N II (to) II < t: (to < t < =J) 

provided we choose I] Y (to) I] < E/N , and this proves the theorem. It is also obvious 

that if 13 > 0 and p < n, then Y = 0 is an asymptotically stable solution of degree p 
with respect to &‘o. It can be shown that if Y = 0 is an exponentially stable solution 

of (1. l), then it is asymptotically stable of any degree with respect to t. 
Definition 4. The solution n (t) (to < t < 00) of the system (1.1) shall be called 

an orbitally stable solution of degree n, with respect to the function cp (t) , the proper- 
ties of which are given in (2.1). for t 3 00, provided that for an arbitrarily small E > 0 
there exists 6 -= b (E, to) > 6 such that if ]I (F” (to) y (to) - q (to) II < 6, then 

p (Cp” (t) Y (t), Lo+) < 8, ~IJ < t (2.6) 
If in addition 

lim t-W P (cc” (t) Y (G7 Lo+) = 6 
then the solution n will be called orbitally asymptotically stable of degree n with 
respect to ‘p. Here Lo+ is the positive half of the trajectory of the solution q (see [3]). 

Theorem 8 remains valid for the orbital stability, and it can be proved in an identical 
manner after replacing the notion of stability by the notion of orbital stability and (2.2) 

by (2.6). 
The definition of stability can be generalized by assuming that the condition (2.2) 

holds for the derivatives, i. e. 

I] ‘p” (t) .@) - Y@) (1 < A&, m = O,l, . . . . p 

and a number of theorems can be proved. 
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The boundary separating the plastic and the rigid domains is determined on the 

basis of the linearized solution [l] of the problem of impressing a thin rigid body 
into a plastic medium possessing translational hardening. The case of a solid in 

the shape of a wedge is considered. In particular, the solution of the problem of 
impressing a thin wedge into an ideally plastic half-space is obtained when har- 
dening is neglected ; a comparison is made with the known solution of Hill, Lee 

and Tupper @]. 

1. Considering a plastic material to be under plane strain conditions, and directing 
the coordinate axes as shown in Fig. la, let us write the equation of the solid surface as 

Y = W (z), f (0) = 9, Fz (0) = 9 (Fi s di f / dzi) (1.1) 

where 6 is a small dimensionless parameter, and f is a sufficiently smooth function. 
The material occupies the half-space 5 < 0 at the initial instant. Reversing the motion, 
let us consider the solid fixed and the medium to move translationally upward along the 
z -axis at some constant velocity. 

Let us henceforth use the variables 

r=z-YY, g=z+y (1.2) 

in addition to the variables 2, y . 
The linearized solution of the problems has been found in [l]. It follows therefrom 

that the plastic domain AOB (Fig. 2) consists of two zones: OBC (0 < E < h) and 
ABC (h < g < 2h). The stresses on the line BC (E = h) are continuous. The equation 
of the buckiing surface of the plastic material is Cl] 

Z - h = 6f (h - y) (1.3) 

In a zero approximation the boundary separating the plastic and rigid domains is defined 
by the equation x - y = 0 (Fig. lb), which in the n, g variables has the following form: 

‘1 (E) = 6 (1.4) 


